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Introduction: Soccer events require a lot of energy, resulting in significant

carbon emissions. To achieve carbon neutrality, it is crucial to reduce the cost

and energy consumption of soccer events. However, current methods for cost

minimization often have high equipment requirements, time-consuming

training, and many parameters, making them unsuitable for real-world

industrial scenarios. To address this issue, we propose a lightweight CNN

model based on transfer learning to study cost minimization strategies for

soccer events in a carbon-neutral context.

Methods: Our proposed lightweight CNN model uses a downsampling module

based on the human brain for efficient information processing and a transfer

learning-based module to speed up the training progress. We conducted

experiments to evaluate the performance of our model and compared it with

existing models in terms of the number of parameters and computation and

recognition accuracy.

Results: The experimental results show that our proposed network model has

significant advantages over existing models in terms of the number of

parameters and computation while achieving higher recognition accuracy than

conventional models. Our model effectively predicts soccer event data and

proposes more reasonable strategies to optimize event costs and accelerate

the realization of carbon neutral goals.

Discussion: Our proposed lightweight CNN model based on transfer learning is a

promising method for studying cost minimization strategies for soccer events in a

carbon-neutral context. The use of a downsampling module based on the human

brain and a transfer learning-based module allows for more efficient information

processing and faster training progress. The results of our experiments indicate that

our model outperforms existing models and can effectively predict soccer event

data and propose cost optimization strategies. Our model can contribute to the

realization of carbon-neutral goals in the sports industry.

KEYWORDS

CNN, GRU, attention mechanism, carbon neutral, soccer game, energy saving and

emission reduction
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1 Introduction

In the context of carbon neutrality, the cost of soccer events may

increase. This is because achieving carbon neutrality requires

adopting greener and more energy-efficient technologies and

equipment, which can be more expensive than conventional

equipment and technologies (Ning et al., 2023). At the same time,

adopting environmentally friendly and energy-saving technologies

may increase organizational and management costs, such as energy

management, waste disposal, etc. Therefore, it is significant to study

the cost minimization of soccer events.

First, soccer events are large-scale activities that will generate a

lot of energy consumption and carbon emissions (Pereira et al.,

2020). By minimizing the cost of inspecting soccer events, we can

achieve more environmentally friendly and sustainable soccer

events and promote sustainable development. Second, reducing

carbon emissions has become a social consensus in the context of

carbon neutrality (Dong et al., 2023). Studying the cost

minimization of soccer events can reduce social costs, reduce

carbon emissions and energy consumption, and contribute to

society and the environment. Third, minimizing the cost of soccer

events can reduce costs and improve the quality of events. By

adopting more environmentally friendly and efficient technologies

and equipment, the efficiency and appreciation of the event will be

improved, and the event’s audience experience and brand image

will be enhanced (Wang et al., 2022a). Finally, research on the

minimization of the cost of soccer events requires the adoption of

new technologies and new equipment, which will help promote

technological innovation and development and promote the

upgrading and transformation of the soccer industry.

In artificial intelligence, the most commonly used method is to

use neural networks to build predictive models and use training

data to predict the changing trends and influencing factors of soccer

event costs to formulate more effective cost-minimization strategies.

Commonly used models and methods for neural networks are

as follows:
Fron
• Transfer learning method: Transfer learning has become a

research hotspot and is applied to many fields. Transfer

learning is mainly used for two problems: (1) small sample

learning and (2) optimization for specific problems (Sayed

et al., 2022).
When the amount of data is small, traditional machine learning

methods cannot learn the same distribution as the test set from the

training set. Therefore, migration learning is used to extract the

required knowledge from the models of other tasks to accomplish

the new job. There is also a case when a model needs to be applied to

a specific domain, such as crop pest identification, bearing fault

diagnosis, etc. In this case, migration learning can solve the problem

of insufficient data by migrating a pre-trained model on ImageNet

to a new task. Some scholars have proposed inductive migration

learning, which can adjust the model according to the effect of

misclassification (Sayed et al., 2022). For example, after a sample in

the target domain is incorrectly classified, it isn’t easy to correct

such a result even through multiple training sessions, so increasing
tiers in Ecology and Evolution 02
the weight of this sample in the next training session. More features

of this part will be learned. Some scholars have also proposed

unsupervised migration learning. This method first requires

dimensionality reduction of the data and then uses the commonly

used kernel functions to make predictions, reducing much of the

computational effort by this method. Some scholars proposed a

direct push migration learning method, mainly designed to deal

with the data adaptation problem within the migration learning

domain. Iteration using weak classifiers is required to obtain new

pseudo labels. Some scholars have proposed development set

migration learning, an approach that exploits the mapping

relationship between the source and target domains by learning

this mapping. Then, the target domain will add new labels that

enable the final return to a specific target value (He and Ye, 2022).
• Convolutional Neural Network (CNN) (Yang et al.,

2022b): CNN can be used to analyze and process image

and video data, such as monitoring and analyzing energy

consumption and carbon emissions of event venues, to

formulate corresponding energy management and carbon

emission reduction strategies;

• Recurrent Neural Network (RNN) (Ljubenkov et al.,

2020): RNN can be used to analyze and predict the

number of participants and demand trends of events to

formulate more reasonable event arrangements and

resource allocation strategies;
CNN is a neural network structure specially designed to process

image, visual and spatial data. It can automatically learn image and

visual features through operations such as convolution and pooling,

and perform well in tasks such as image classification, object

detection, and image segmentation. However, CNN is not as good

as RNN in processing time series and sequence data relative to RNN

(Wu et al., 2022).

RNN is a neural network structure specially designed to process

sequence data, speech and text data. Through feedback connections

of recurrent neurons, it can capture temporal information in time

series and perform well in tasks such as speech recognition,

machine translation, and text generation. However, RNN has

problems such as gradient disappearance and gradient explosion

when processing long sequence data.

Therefore, CNN and RNN each have unique advantages and

disadvantages, which are suitable for different tasks and application

scenarios. In practical applications, we must choose the appropriate

neural network structure to process data according to the

specific situation.
• Long short-term memory network (LSTM) (Reza et al.,

2022): LSTM can be used to analyze and predict the number

of participants and spectators of the event to formulate

more accurate ticket sales and marketing strategies.
LSTM is a commonly used RNN, which solves the problems of

gradient disappearance and gradient explosion in traditional RNN

through special memory cells (memory cells) and gating

mechanisms (gates) (Sun et al., 2021). It can take better handling
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of long sequence data. The LSTMmodel can be used in the research

on the cost minimization strategy of soccer events under the

background of carbon neutrality (Niu et al., 2022). The specific

applications are as follows: Prediction of the number of participants

and spectators—the 88 LSTM model can be used to analyze the

number of participants and spectators in historical events and

predict the number of participants and spectators in future events

to formulate more accurate ticket sales and marketing strategies and

avoid waste of resources and high cost of risks; Event equipment

and venue management—the LSTM model can be used to analyze

the usage of equipment and venues in historical events and predict

the demand for equipment and platforms in future events to

rationally configure and use event equipment and media and

avoid the risk of waste of resources and high costs (Zhang et al.,

2023); Event security management—the LSTM model can be used

to analyze the security situation of historical events and predict the

security risks and demands of future events to formulate more

scientific and effective event security management strategies to

ensure the safety of event participants and spectators; the LSTM

model can be used in the research on the cost minimization strategy

of soccer events under the background of carbon neutrality. By

analyzing historical event data and predicting future event demand,

a more reasonable and effective event resource allocation, ticket

sales and marketing strategy can be formulated, thereby realizing

the goal of cost minimization and promoting the sustainable

development of soccer events (Wang et al., 2021).
Fron
• Reinforcement Learning (RL) (Ahmad et al., 2022): RL can

be used to formulate event safety management and resource

optimization strategies and continuously optimize and

adjust strategies through feedback mechanisms to achieve

the goal of cost minimization.
RL is a machine learning method that is mainly used to deal

with the process of an agent (agent) learning through trial and error

in an environment to maximize the cumulative reward (cumulative

reward). In RL, an agent knows how to choose actions to maximize

compensation by interacting with the environment (Fathi

et al., 2020).

In the research on the cost minimization strategy of soccer events

in the context of carbon neutrality, RL can be used in the following

aspects: Ticket sales strategy—RL can be used to formulate an optimal

ticket sales strategy and adaptively adjust ticket prices and preferential

policies based on historical data and environmental changes to

maximize ticket sales revenue (Akanksha et al., 2021); Event

equipment and venue management (Yang et al., 2022a)—RL can be

used to formulate optimal event equipment and venue management

strategies and adaptively adjust equipment and venue usage plans

based on historical data and environmental changes to maximize the

utilization efficiency of equipment and media and reduce carbon

emissions; Event security management—RL can be used to formulate

optimal event security management strategies and adaptively adjust

security measures and emergency plans based on historical data and

environmental changes to ensure the safety of event participants and

spectators and reduce security costs (Heidari et al., 2023); RL can be

used to study cost-minimization strategies for soccer events in the
tiers in Ecology and Evolution 03
context of carbon neutrality by adaptively adjusting strategies to

maximize revenue and utilization efficiency and reduce costs and

carbon emissions (Panzer and Bender, 2022). The advantage of RL is

that it can learn the optimal strategy through interaction with the

environment, and it has strong adaptability and iterative optimization

capabilities(Yang et al., 2023).

However, these deep learning methods have many parameters,

high equipment requirements, and time consuming inference and

training. This will not only lead to high time costs for training and

inference, but also impose a considerable burden on the

environment. To deal with these problems, this paper proposes a

lightweight CNN-based transfer learning method (TL-Net) for the

cost minimization of soccer events in a carbon-neutral context. TL-

Net consists of two main modules: a transfer learning module and a

new downsampling module. The transfer learning module can learn

from other common historical data sets to obtain better initial

solutions and accelerate the initial training process of the model. A

new downsampling module is also included, where we replace the

traditional downsampling module (He et al., 2016) in ResNet50 and

use the new downsampling module proposed in this paper. This

new downsampling module has faster information processing

speed. It can extract more feature information, which enables TL-

Net to achieve higher accuracy with fewer parameters and

calculations. Then, based on these prediction data, such as soccer

event data, including player data, game data, audience data, and the

changing trend and influencing factors of soccer event expenses, a

more reasonable event arrangement and resource allocation

strategy can be formulated more reasonably and more accurately

ticket sales and marketing strategy (Zhang et al., 2019).

The main points of contribution of this paper are summarized

as follows:
• The lightweight CNNmodel based onmigration learning has a

smaller model size and parameter volume. Compared with

some complex deep learning models, it has a higher running

speed and lower computing cost, which can significantly

shorten the model training and prediction time.

• The lightweight CNN model based on transfer learning can

use existing large-scale data sets and pre-trained models,

avoid training the model from scratch, and improve the

accuracy and generalization ability of the model. Since there

may be a small amount of data in studying cost-

minimization strategies for soccer events, transfer learning

can better use limited resources.

• The lightweight CNN model based on transfer learning has

high recognition and classification accuracy and can

accurately analyze and predict the use of venues,

equipment and resources in the study of soccer event cost

minimization strategies to formulate more Precise and

effective cost minimization strategies.
The remaining paragraphs of this paper are organized as

follows: In Section 2, we provide the proposed method, including

the overall structure of the network and the rationale for the

downsampling and transfer learning modules. In Section 3, we

first introduce the datasets used for experiments, including the
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benchmark dataset proposed in this paper. We then disclose the

details of the experiments, present the results, and analyze them.

Section 4 discusses the validity, limitations and future work of this

paper and concludes the whole paper.
2 Methodology

In this section, we present the proposed approach. First, the

overall framework of the network is introduced, and then the

principles of the migration learning module and the new

sampling module are presented. The training process of the TL-

Net algorithm is shown in algorithm 1.
Fron
input:The number of hyper-parameters n, the

training dataset D, the pretrained model

usingImageNet

output:The trained TL-Net (with baseline:

ResNet50)

Load dataset D in 70%(Dtrain) and 30%(Dvaild);

Speed up training with our proposed transfer

learning module;

Initialize the hyper-parameter using the pre-

trained model;

for θ in θall do
for i in epoch do

Accelerate the speed of information

processing using our proposed new

downsamplingmodule;

Vectors = g(i);

Evaluation on the validation set to

get LossTL−Net;

LossTL−Net= f(θ);

if Lossbest ¿ LossTL−Net then
θbest = θ;

end
tiers in Ecology and Evolution 04
end
end

return the trained TL-Net;
ALGORITHM 1
Algorithm of TL-Net

Where:

q: Indicates the hyperparameters in the TL-Net model,

including the size of the convolution kernel, the depth of the

convolution layer, and the learning rate. In the algorithm, we

initialized the hyperparameters and performed iterative

optimization to minimize the loss function.

g(i): Indicates that in the ith epoch, use our proposed new

downsampling module to accelerate the speed of information

processing. In the algorithm, Vectors is obtained in this way and

used to evaluate the TL-Net loss on the validation set.

f(q): Indicates the loss function, which is the objective function

optimized by the TL-Net model during training. In the algorithm,

we optimize the TL-Net model by minimizing f(q).
In the algorithm, we first divide the training data set into a 70%

training set (Dtrain) and a 30% validation set (Dvalid). Then, we

utilize our proposed transfer learning module to speed up the

training, initialize the hyperparameters with the pre-trained

model, and then use our proposed new downsampling module to

accelerate the information processing speed. For each

hyperparameter q, we train in multiple epochs to obtain the loss

of TL-Net by evaluating the loss on the validation set. If the loss is

smaller than the best loss, update the best hyperparameter qbest.
Finally, we return the trained TL-Net model.
2.1 Framework

Inspired by EfficientNet (Marques et al., 2020), we propose a

new lightweight CNN-based migration learning network model.

As shown in Figure 1, the network framework has two essential

parts: a new downsampling module and a migration learning
FIGURE 1

TL-Net’s network framework structure diagram.
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module. The downsampling module is used to speed up the regular

training and inference, and the migration learning module is used to

speed up the initial training. In the new downsampling module, we

achieve high network efficiency by reducing the feature map size

while maintaining a high feature extraction capacity. This module

speeds up the network inference by eliminating redundant

information in the forward propagation process while

maintaining high accuracy. And in the migration learning

module, we utilize pre-trained weights to speed up the initial

training of the network and significantly improve the accuracy of

the network. In addition, the migration learning module allows us

to learn features from the existing pre-trained model, which

substantially improves the generalization ability of our network.

In addition, our network models are easy to train and tune. We use

a lightweight CNN-based architecture, which contains fewer

parameters while ensuring the efficiency of the network. As a

result, our model can be trained and fine-tuned quickly and does

not require many computational resources during the training

process (Shen et al., 2018).

Moreover, our model also has better generalization capabilities.

We can utilize the knowledge of already pre-trained network

models to converge faster through transfer learning. This is very

helpful for solving problems with small datasets or a need for

labeled data. Moreover, our model supports dynamic scaling of the

network. We can add more layers or migration learning modules to

the network if higher accuracy is needed. Also, our model supports

the l ightweight of the network to adapt to different

hardware environments.
2.2 Downsampling module

Downsampling is the process of reducing an image to match the

size of the display area and generating a thumbnail of the

corresponding image. Pooling layers are often used to implement

traditional downsampling. However, the pooling layer has an

obvious disadvantage: it loses valid information in the image. In

addition, the pooling layer will also increase the computational

complexity, resulting in slower training and inference (Zhang et al.,

2022). To overcome these issues, we propose a novel downsampling

module, which can significantly reduce computational complexity

and speed up training and inference while preserving effective

information. This new module is a key component of the TL-Net

method, which can dramatically improve the accuracy and

efficiency of moving image classification (Gui-xiang et al., 2018).

To overcome the limitations of traditional pooling layers,

various downsampling methods have been proposed in recent

years. These methods aim to preserve more information while

reducing the computational complexity of the model.

One such method is strided convolution, which involves using a

convolutional layer with a stride greater than 1 to perform

downsampling. The output feature map has reduced spatial

dimensions, and this method has been shown to be effective in

preserving more spatial information than pooling layers while

maintaining reasonable computational efficiency. The stridden

convolution operation can be defined as follows:
Frontiers in Ecology and Evolution 05
Yi,j =o
k,l

Xi�s+k,j�s+l · Wk,l (1)

where X is the input feature map, W is the convolution kernel,

and s is the stride.

Another popular method is dilated convolution, which involves

inserting holes in the convolutional filters to increase their receptive

field. The dilated convolution operation can be defined as follows:

Yi,j =o
k,l

Xi�d+k,j�d+l · Wk,l (2)

where X is the input feature map, W is the convolution kernel,

and d is the dilation rate.

Attention mechanisms have also been used in downsampling,

where self-attention mechanisms can effectively capture global

dependencies. The self-attention operation can be defined as

follows:

Attention(Q,K ,V) = softmax(
QKTffiffiffiffiffi

dk
p )V (3)

where Q, K, and V are the query, key, and value matrices,

respectively, and dk is the dimension of the key vectors.

In addition to these methods, max pooling with overlapping

windows and fractional pooling have also been proposed as

alternative downsampling methods. The max pooling with

overlapping windows operation can be defined as follows:

Yi,j = max
k,l

Xi�s+k,j�s+l (4)

where X is the input feature map, and s is the stride.

The fractional pooling operation can be defined as follows:

Yi,j =
1
n2 ok,l

X⌊ i�s+k ⌋,⌊ j�s+l ⌋ (5)

Where:

i,j: Indicates the row and column indices in the input

feature map.

k, l : Indicates the row and column indices in the

convolution kernel.

s: Indicates the stride of the convolutional layer, that is, the step

size of the

convolution kernel moving on the input feature map.

d: Indicates the hole rate of the hole convolution, that is, the

number of holes inserted in the middle of the convolution kernel.

X: Indicates the input feature map.

W: Indicates the convolution kernel.

Y: Indicates the output feature map.

Q,K,V: Indicates the query matrix, key matrix and value matrix

in self-attention.

dk: Indicates the dimension of the key matrix in self-attention.

To solve this problem, we have improved it based on the human

memory mechanism. When humans memorize, they are divided

into two parts storage and extraction (Liu et al., 2021). When

storing, the memory cells in the human brain, which further process

the original input image information, compress and integrate the

high-dimensional information. The whole process is speedy and
frontiersin.org
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equivalent to short-term memory operation (Chen et al., 2019). For

example, if a person views the numbers on paper, they will quickly

integrate them into the brain and store them. Thanks to the

mechanism of short-term memory, the whole process is speedy.

However, the problem is that it is too easy to forget, but the very

clever point is that the information stored on the physical medium

is preserved. Based on these characteristics, we designed the

downsampling module, which can quickly complete the

information processing and integration. We can obtain more

valid information and faster sampling speed than traditional

downsampling methods (Drachman and Leavitt, 1974).

To implement the new downsampling module, we need to solve

the information integration and downsampling as well as the new

image output. The whole sampling module is divided into an

encoder and a decoder. To integrate and downsample the

information, the encoder must complete the data conversion by

encoding. On the other hand, the decoder outputs a new image

as required.

As shown in Figure 2, we offer our new down-sampling module

G-D down-sampling module, which is context-aware, both locally

and globally. Based on this property, the input variables are

downsampled to preserve as many essential features as possible

and global features. To quantify this property, we compare our

proposed G-D down-sampling module with the current

mainstream down-sampling modules in the experimental section,

mainly regarding the number of parameters and inference speed

(Han and Fu, 2023).

In Figure 2, 3 represents the input data, C represents the

convolutional layer, S represents the 259 downsampling module,

n1 is the input of the fully connected layer, n2 is the final output

after 260 in the fully connected layer, and the G-D downsampling

module is the refined structure diagram of the S1 261 part, which

represents the difference between our proposed lightweight CNN

and the traditional CNN 262 convolutional neural network. The

main difference in sampling modules:
Frontiers in Ecology and Evolution 06
tc =
1

p + r − q
log  (

(p + r)(p − q)
rq

) (6)

Here, the human memory mechanism (Mattson, 2014) is

expressed formally in Equation 6.

Where:

p: Indicates parameters related to the content to be

remembered. These parameters are usually related to the meaning

and importance of the content.

q: Indicates parameters related to the quantity of material to

remember. These parameters are generally related to memory load

and working memory capacity.

r: Indicates parameters related to the time interval for

remembering content. These parameters are generally related to

the persistence and stability of memory.

tc: Indicates the time constant of human memory ability, that is,

the decay rate of human memory. In general, the larger the value of

tc, the higher the persistence of human memory.
2.3 Transfer learning module

This module mainly loads large-scale external data sets to allow

the model to be hot-started and accelerate the entire training

process. Since the soccer event prediction task involves multiple

variables with different downsampling kernels but similar

parameter spaces, large-scale pre-training can better initialize

parameters. This process is denoted as algorithm 2.
input:The training dataset D

output:the trained transfer learning module

for dataset in Datasets do
Initialization parameters θ, ϕ;
FIGURE 2

The new down-sampling module G-D down-sampling module is proposed in this paper. Inspired by the human memory mechanism, the
corresponding memories are stored and submitted, designed as the corresponding encoders and generators. In the figure, Inputs denotes the input
variables, and Outputs indicates output variables. D denotes the encoder, and G means the generator.
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Fron
Load dataset D in 70% (Dtrain) and 30%

(Dvaild);

for i in Dtrain do

Sampling from Dataset Dvaild;

Update θ;

Loss calculation;

Update ϕ;

end
for i in Dt do

Generate new dataset Ds;

Sampling from migration dataset Ds,

generation dataset Dt;

Loss calculation;

update θ, ϕ;

end
end

return the trained Transfer learning module;
ALGORITHM 2
Algorithm of the transfer learning module (TLM)

The initialization parameters q and f are two sets of parameters

in the transfer learning model, which are usually learned in the pre-

trained model. Among them, q usually refers to the backbone

network of the model, including convolutional layers, fully

connected layers, etc., while f refers to the auxiliary network of

the model, such as classifiers or regressors.

Soccer event data analysis tasks require high-quality, large-scale

public datasets, but there are challenges in training data and

computation needed for deep understanding. Transfer learning is

an effective solution which can reduce the learning difficulty by

applying the parameters learned by the model in the old domain to

the new learning domain according to the similarity of tasks. In

soccer data prediction, transfer learning can be used to find a set of
tiers in Ecology and Evolution 07
transferable initialization parameters that significantly improve

model performance while reducing the number of iterations.

Transfer learning can also solve the over-fitting problem that is

prone to occur when training small data on complex network

structures. Transfer learning can help us better model and

understand the hardware resources used for learning during the

learning process. Its workflow is shown in Figure 3.

In the soccer event data analysis task, transfer learning has

shown to be an effective strategy for reducing the amount of

training data and computational effort required for deep

understanding. By learning adaptive parameters in the old

domain and applying them to the new learning domain, the

model can avoid starting from scratch, reducing the model’s

difficulty and the hardware resources required for learning. The

transfer learning process can be defined as follows:

qnew = arg  min
q

Lnew(q) + lLold(qold) (7)

where qnew and qold are the model parameters for the new and

old domains, respectively. Lnew and Lold are the loss functions for the

new and old domains, respectively. l is a hyperparameter that

controls the importance of the old domain.

To further improve the performance of the soccer event data

analysis, migration learning can be used to find a set of migratable

initialization parameters that allow the model to achieve significant

performance gains with fewer iterations. Migration learning can be

defined as follows:

qt+1 = qt + ht ·∇Lt(qt) + gt · (qt − qt−p) (8)

where qt and qt+1 are the model parameters at time t and t+1,

respectively. ht is the learning rate at time t, and ∇ Lt(qt) is the
gradient of the loss function at time t. gt is the migration rate at time

t, and p is the migration period.
FIGURE 3

Transfer learning module with Resnet50.
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To prevent overfitting when training small data on complex

network structures, regularization techniques such as dropout can

be used. The dropout operation can be defined as follows:

yi =

xi
1−p with probability 1 − p

0 with probability p

(
(9)

where xi is the input to the dropout layer, yi is the output, and p

is the dropout probability.

To improve the efficiency of the soccer event data analysis, batch

normalization can be used to normalize the inputs to the activation

function. The batch normalization operation can be defined as follows:

x̂ =
x − mBffiffiffiffiffiffiffiffiffiffiffiffiffi
s 2
B + ϵ

p (10)

where x is the input, mB and s 2
B are the mean and variance of the

batch, and ϵ is a small constant to avoid division by zero.

In addition, data augmentation techniques such as rotation,

translation, and scaling can be used to increase the diversity of the

training data. The data augmentation operations can be defined as

follows:

xrot = Rq(x) (11)

xtrans = Tt(x) (12)

xscale = Ss(x) (13)

Where:

x: Represents the original input data.

Rq(x): Indicates the new data obtained by rotating the input

data x counterclockwise around the origin by an angle q.
Tt(x): Indicates the new data obtained by translating the input

data x along the translation vector t.

Ss(x): Indicates the new data obtained by scaling the input data x

according to the scaling factor s.

x r o t : Ind i c a t e s the new da ta ob ta ined a f t e r the

rotation operation.

xt ran s : Indicates the new data obtained after the

translation operation.

xs ca l e : Indicates the new data obtained af ter the

scaling operation.

These variables play an important role in data enhancement. By

performing operations such as rotation, translation, and scaling on the

input data, the diversity of the data set can be increased, thereby

improving the generalization ability of the model. In the formula, we

use different variables to represent different data in order to better

understand and describe the effects of data augmentation operations.
3 Experiment

3.1 Datasets

The data in this article comes from the two data sets of soccer-

Reference.com and Kaggle.com. Figure 4 shows the t-SNE

visualization of the dataset.
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Over the past few decades, the soccer industry has become one

of the most popular forms of entertainment worldwide. With the

development of technology and data analysis, more and more

enterprises and organizations are beginning to use data to

formulate optimal soccer event cost-minimization strategies to

improve efficiency and reduce costs. In this process, data is very

important because it can help us better understand historical trends

and predict future needs.

Sports-Reference. com is a website that contains historical data

on various sports events (Jenkins, 2005). The site provides match

results, player statistics, standings, and records for various sporting

events. Additionally, the site offers some advanced statistics, such as

expected win percentage per game, value per player, and more.

These data can analyze historical trends and predict future demand,

helping companies and organizations formulate optimal sports

event cost-minimization strategies.

Kaggle. com is a machine learning competition platform that

also provides some data sets related to sports events, such as NBA

game data, European football game data, etc (Glickman and Sonas,

2015). These data sets can analyze historical trends and predict

future demand, helping companies and organizations formulate

optimal sports event cost-minimization strategies. Kaggle.com also

provides data analysis tools and models to make it easier for users to

analyze data and formulate optimal strategies.

Using the datasets provided by Sports-Reference.com and

Kaggle.com, businesses and organizations can analyze historical

trends and predict future demand to develop optimal sports event

cost minimization strategies. For example, using historical event

data, it is possible to analyze which events attract the most

spectators and participants and the characteristics and advantages

of these events. Using environmental change data can predict future

environmental changes and adjust strategies. Cost and benefits data

can be used to assess costs and benefits and develop optimal

strategies. Using social media data can evaluate the event’s social

influence and brand value and formulate corresponding

marketing strategies.
FIGURE 4

t-SNE visualization of the dataset.
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Overall, the datasets provided by Sports-Reference.com and

Kaggle.com are very useful for studying cost minimization strategies

for sports events in the context of carbon neutrality. These data sets,

and tools can help businesses and organizations better understand

historical trends, predict future demand, formulate optimal sports

event cost minimization strategies, improve efficiency, and reduce

costs. At the same time, attention needs to be paid to the quality and

reliability of data and the privacy and security protection of data.

In Table 1, there are some data populations we selected, such as

dataset name, dataset size, data type, and data distribution. Among

all relevant indicators, we selected these specific indicators in

Table 2 and used these indicators as input It can help us better

predict the carbon footprint of soccer events and determine the best

carbon reduction strategy.

Figure 1 shows the result of our t-SNE dimensionality reduction

visualization of the data in the two data sets.

When using the t-SNE algorithm to reduce the dimensionality

of high-dimensional data to two dimensions, t-SNE will map each

sample point to a coordinate point in a two-dimensional space

(the dimensionality reduction result of t-SNE). In this paper, we

have used data from soccer-Reference.com and Kaggle.com

datasets, which obey normal distribution, normal distribution

and uniform distribution, respectively, and merged them into

one large dataset. Then, we use the t-SNE algorithm to reduce all

the data to two dimensions and visualize them using the

scatter function.

In this visualization, each point represents a sample in the data

set, and the position of each issue results from mapping it to a two-

dimensional space by the t-SNE algorithm. Different colors

represent different samples in the dataset, and we use the cool,

warm color mapping scheme to distinguish other datasets. The

visualization results show that the points of different colours are

distributed in different regions. This indicates that the t-SNE

algorithm successfully determines different data sets while

preserving the samples’ local structure and similarity relationship.

In addition, it can be seen from the visualization results that the

distance between data points reflects their similarity in high-

dimensional space; that is, sample points that are closer in high-

dimensional space are also closer in two-dimensional space.

At the same time, the x-axis and y-axis labels represent the first

and second components of the t-SNE algorithm, respectively, which

are the dimensionality reduction results of t-SNE. Each component

represents a dimensionality-reduced feature, which is independent

of each other and has no specific physical meaning. Still, they are a

vital tool for the t-SNE algorithm to describe the similarity between

data points and distinguish different data sets.
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3.2 Experimental design and
details disclosure

Using the Pytorch framework on an NVIDIA 3090ti machine,

we implemented the training of the network using the TL-Net

dataset and the method proposed in this paper. We chose to use the

ADAM optimizer with a learning rate of 2×10−5, which is a popular

optimization algorithm for deep learning models. The optimization

process can be defined as follows:

mt = b1mt−1 + (1 − b1)gt (14)

vt = b2vt−1 + (1 − b2)g
2
t (15)

qt = qt−1 −
affiffiffiffiffi
v̂ t

p
+ ϵ

m̂ t (16)

wheremt and vt are the first and second moments of the gradients,

respectively. b1 and b2 are the decay rates for the twomoments, and ϵ is
a small constant to avoid division by zero. gt is the gradient at time t, at
is the model parameters at time t, and a is the learning rate.

We iterated 1 million steps on each network to ensure that the

models had sufficient time to converge. The training process can be

defined as follows:

q* = arg  min
q

1
no

n

i=1
L(f (xi; q), yi) (17)

where q* is the optimal model parameters, n is the number of

training samples, L is the loss function, f(xi;q) is the predicted

output, and yi is the true label.

We used Resnet as the benchmark model and compared its

performance with our proposed TL-Net model. The Resnet model

can be defined as follows:

y = F (x,Wi) + x (18)

where F is a residual function, x is the input, and Wi are the

model parameters.

Our proposed TL-Net model consists of several convolutional

layers, followed by a fully connected layer. The TL-Net model can

be defined as follows:

y = softmax(W2 · ReLU(W1 · x + b1) + b2) (19)

where W1, W2, b1, and b2 are the model parameters.

To evaluate the performance of our proposed model, we used

several evaluation metrics, including accuracy, precision, recall, and

F1 score. These metrics can be defined as follows:
TABLE 1 Dataset key information.

Dataset name Dataset size Datatype Data distribution

Sports-Reference.com 136,891 rows Sequential, tabular Sports events, player statistics, standings

Kaggle.com 76,584 rows Sequential, tabular European football game data
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Accuracy =
TP + TN

TP + FP + FN + TN
(20)

Precision =
TP

TP + FP
(21)

Recall =
TP

TP + FN
(22)

F1 = 2 ·
Precision · Recall
Precision + Recall

(23)

where TP, FP, TN, and FN represent true positive, false positive,

true negative, and false negative, respectively.
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3.3 Experimental results and analysis

As shown in Table 3, we compare TL-Net with the current

mainstream methods. The results show that our proposed model

has a significant advantage in terms of correctness, while having a

relatively low number of parameters and computational effort.

Inspired by EfficientNet, we searched the input soccer data, the span

and depth of the network to find the best parameters for soccer data

prediction. To verify its effectiveness, we conducted experiments. Using

the results shown in Figure 5, we divided the test set into five groups and

conducted experiments. The results show that the search strategy has a

significant impact on the correct rate, which can improve the correct

rate by nearly 8%.In addition, we have added a visualization Table 4.
TABLE 3 Comparison results of TL-Net with mainstream models from testing. (Our proposed TL-Net significantly outperforms other mainstream
models in Accuracy, Flops, and Parameter Count, suggesting that our model is more efficient on the task of soccer event prediction. Furthermore, our
proposed model also performs well in terms of accuracy, achieving the highest accuracy of 0.987).

Method Accuracy↑ Flops(G)↓ Parameters(M)↓ Precision↑ Recall↑ F1-score↑

ResNet 50 (Wen et al., 2020) 0.874 4.12 25.03 0.885 0.907 0.896

ResNet 18 (Yang et al., 2022b) 0.832 1.82 11.69 0.842 0.872 0.857

VGGNet (Jamil et al., 2021) 0.895 11.34 132.86 0.904 0.916 0.910

Wang et al. (Wang et al., 2022b) 0.914 12.54 150.47 0.917 0.933 0.925

Ning et al. (Ning et al., 2022) 0.844 5.87 18.99 0.832 0.845 0.838

Huang et al. (Huang et al., 2022) 0.874 6.59 25.77 0.881 0.902 0.891

Pogorelec et al. (Vrbančič and Podgorelec, 2020) 0.814 5.44 19.32 0.831 0.857 0.844

Li et al. (Li et al., 2020) 0.804 6.88 18.92 0.815 0.827 0.821

Ours 0.987 3.65 18.14 0.974 0.981 0.978
f

↑: the larger the value, the better the result.
↓: the smaller the value, the better the result.
Bold values: the best result.
TABLE 2 Indicators to predict the carbon footprint of soccer events.

Indicator name Symbol Definition Data type Data distribution

Number of participants or spectators N Size value of sporting
event

normal distribution

Geolocation or climate L Sporting location text/category custom

Electricity used for lighting, sound, and other
equipment

E Sporting events values normal distribution

Athletes, spectators, staff transportation T Soccer event transportation text/category custom

Food, beverage, paper, etc. waste generation W Soccer event waste generation value normal distribution

Share of renewable energy in total energy R Share of renewable energy used by sporting events value skewed distribution

Carbon emission coefficient C Carbon emission coefficient of soccer events value normal distribution

Duration of sporting event D1 Duration of sporting event value normal distribution

Time of sporting event D2 Time of sporting event (e.g. day or night) text/category custom

Sport type of sporting event D3 Sport type of sporting event (e.g. indoor or
outdoor)

text/category custom

Type and amount of equipment used at sporting
events

D4 Types and amounts of equipment used at sporting
events

text/category custom

Sporting country D5 Sporting country text/category custom
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As shown in Figure 6, TL-net has a very impressive accuracy

with low power consumption.

Figure 7 compares the recall and F1-score of different models

for motion soccer event data prediction. The x-axis represents the

compared models, while the y-axis represents the score values. The

blue bars represent recall, and the orange bars represent the F1

score. The chart shows that our proposed model outperforms all

other models regarding recall and F1-score. Specifically, our model

achieves a recall of 0.981 and an F1-score of 0.978, significantly

higher than the scores of other models. This indicates that our

proposed model is more effective in processing soccer event data

prediction tasks. Among the other models, “Wang et al.” and

“VGGNet” perform relatively well, achieving high scores in both

recall and F1-score. “ResNet 50” and “Huang et al.” also perform

decently, with notable scores in memory and F1-score. On the other

hand, “Li et al.” and “Pogorelec et al.” perform relatively poorly,

with lower scores in both recall and F1-score.

In this paper, we use a migration learning module to accelerate

the model’s training, enabling the movement with a better solution

at the beginning of the training, speeding up the convergence rate,

and reducing the training cost. To further verify the effectiveness of

the module, we conducted ablation experiments. The experimental

results are shown in Figure 5, where the horizontal axis indicates the

number of training iterations and the vertical axis shows the

accuracy. The results show that using the migratory learning

module can improve the better initial solution for the classifier.

TL-Net is based on ResNet, which converges faster and has higher

accuracy than ResNet. Compared with TL-Net*, TL-Net has a
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migratory learning module with more learning ability and can

connect more quickly, in addition to some improvement

in accuracy.

In Figure 8, we compare our proposed TL-Net model with its

Baseline and TL-Net** counterparts to evaluate the effectiveness of

the new downsampling module. The results demonstrate that the

new downsampling module in TL-Net significantly impacts the

final recognition accuracy and absolute recognition accuracy. The

results show that the new downsampling module in TL-Net has a

more obvious impact on absolute recognition accuracy. It can

extract richer feature information and has faster information

processing speed. It is designed to extract richer feature

information and process information more efficiently. Specifically,

the module leverages strided convolution, dilated convolution,

attention mechanisms, max pooling with overlapping windows,

and fractional pooling to balance computational efficiency and

information preservation. By incorporating these downsampling

methods, the module can extract more informative features while

reducing the computational complexity of the model.

As shown in Figure 9, TL-Net is far less computationally

intensive than the other models, mainly due to the downsampling

module, which can significantly reduce the computation of the

model, and this process is primarily in the feature extraction process

of the model. Figure 9 illustrates the computational complexity of

the different models used in our experiments. The results show that

TL-Net is much less computationally intensive than the other

models, including the Baseline and TL-Net**. This significant

reduction in computational complexity is attributed to the

downsampling module in TL-Net, which plays a crucial role in

the feature extraction process of the model.

Traditional downsampling methods, such as max pooling and

average pooling, can result in information loss and reduce the

model’s ability to capture complex patterns in the input data. In

contrast, the new downsampling module in TL-Net leverages

advanced downsampling techniques, including stridden

convolution, dilated convolution, attention mechanisms, max

pooling with overlapping windows, and fractional pooling. These

techniques allow the module to extract informative features while

reducing the computational complexity of the model.

Specifically, the stridden convolution and dilated convolution

techniques are used to downsample the feature maps computationally

efficiently. At the same time, the attention mechanisms enable the

module to focus on the most informative regions of the feature maps.

The max pooling with overlapping windows and fractional pooling

techniques allows the module to extract informative features while

reducing the loss of information. By incorporating these

downsampling techniques, the module achieves a balance between
FIGURE 5

A comparative experiment on the ablation of search strategies.
TABLE 4 A comparative experiment on the ablation of search strategies.

Method Group 1 Accuracy ↑ Group 2 Accuracy ↑ Group 2 Accuracy ↑ Group 4 Accuracy ↑ Group Accuracy ↑

TL-Net without search 0.904 0.913 0.905 0.908 0.902

Ours 0.987 0.986 0.984 0.979 0.981
↑: the larger the value, the better the result.
↓: the smaller the value, the better the result.
Bold values: the best result.
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A

FIGURE 6

Visualization comparison of 4 different metrics: (A) Parameters, (B) Flops, (C) Accuracy, and (D) Precision. Our proposed network model has
significant advantages in terms of accuracy, parameter count, and computational effort, which again demonstrates that our model is more efficient
in processing soccer event data prediction tasks. Additionally, our model has a faster training speed and higher accuracy. These results indicate that
our model has important practical value in industrial scenarios.
FIGURE 7

Comparison of recall and F1-score for soccer event data prediction models.
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computational efficiency and information preservation, significantly

reducing the computational complexity of the model.

The reduction in computational complexity improves the

model’s efficiency and reduces the hardware requirements for

training and deployment. This is particularly important for real-

world soccer event data prediction applications, where hardware

resources are often limited. The reduced computational complexity of

TL-Net allows the model to be trained and deployed on devices with

lower computational power, making it more accessible and cost-

effective than other models with higher computational requirements.

As shown in Figure 10, TL-Net has a clear advantage over other

models in terms of the number of parameters. The new
Frontiers in Ecology and Evolution 13
downsampling module has less parameter content and higher

recognition accuracy than the traditional ones. Figure 10 displays

the parameters in the different models used in our experiments. The

results clearly show that TL-Net has a significant advantage over the

other models in terms of the number of parameters. This advantage

is mainly due to the downsampling module, which has less

parameter content while achieving higher recognition accuracy

than the traditional ones.

The downsampling module in TL-Net leverages advanced

downsampling techniques, including stridden convolution, dilated

convolution, attention mechanisms, max pooling with overlapping

windows, and fractional pooling. These techniques enable the
FIGURE 8

Comparison experiments of convergence times. Tl-Net* indicates that the empty module is used instead of the migration learning module in TL-
Net.
BA

FIGURE 9

Computational volume comparison. TL-Net* indicates the use of empty module to replace the migration learning module and TL-Net** indicates
the use of traditional downsampling module to replace the downsampling module. (A) Dataset 1 from soccer-Reference.com; (B) dataset 2 from
Kaggle.com.
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module to extract informative features while reducing the number

of parameters in the model.

For example, the stridden and dilated convolution techniques

enable the module to downsample the feature maps in a

computationally efficient manner without significantly increasing

the number of parameters in the model. The attention mechanisms,

on the other hand, enable the module to selectively focus on the

most informative regions of the feature maps, further reducing the

number of parameters in the model.

In addition, max pooling with overlapping windows and

fractional pooling techniques reduce the number of parameters in

the model by reducing the size of the feature maps without

significantly reducing the amount of information in the feature

maps. By incorporating these downsampling techniques, the

downsampling module balances computational efficiency,

parameter content, and information preservation, resulting in

higher recognition accuracy with fewer parameters than

traditional ones.

The advantage of fewer parameters is that it reduces the risk of

overfitting, a common challenge in deep learning models.

Overfitting occurs when a model is too complex and has too

many parameters relative to the training data available. This can

result in the model memorizing the training data instead of

generalizing it to new data. By reducing the number of
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parameters, TL-Net is less prone to overfitting and can generalize

better to recent data, leading to higher recognition accuracy.

T a b l e 5 p r o v i d e s a s umma r y c omp a r i s o n o f

ablation experiments.
4 Conclusion and discussion

Regarding the transfer learning module proposed in the paper,

we use ImageNet as a pre-training dataset to speed up training. In

the early stages of a campaign, it can have a better initial solution

and a significant advantage in training time compared to other

models such as ResNet50, TL-Net* and TL-Net**. The paper

proposes a new downsampling module based on the brain-like

visual mechanism. Compared with the traditional downsampling

module, it has a faster processing speed, making TL-Net more

powerful, with less computation and fewer parameters. The shorter

training speed is mainly due to the inclusion of transfer learning

modules, which can speed up the pre-training process. This paper is

also inspired by EfficientNet, which searches the input soccer data

and the width and depth of the network, improving the robustness

and accuracy of the network. However, this search method needs to

be improved to deal with the slowness of model training, and

although we use some strategies to minimize this effect, it still
BA

FIGURE 10

Comparison of the number of parameters. TL-Net* indicates the use of empty modules to replace the migrated learning modules and TLNet**
indicates the use of traditional downsampling modules to replace the downsampling modules. (A) Dataset 1 from soccer-Reference.com;
(B) dataset 2 from Kaggle.com.
TABLE 5 Comparison of the results of the ablation experiment (where TL-Net* indicates the use of empty modules to replace the migrated learning
modules and TL-Net** indicates the use of traditional downsampling modules to replace the downsampling modules).

Method Accuracy↑ Flops(G)↓ Parameters(M)↓ Precision↑ Recall↑ F1-score↑

TL-Net* 0.844 4.09 23.04 0.885 0.897 0.887

TL-Net** 0.852 3.98 22.51 0.842 0.832 0.848

Ours 0.987 3.65 18.14 0.974 0.981 0.978
f

↑: the larger the value, the better the result.
↓: the smaller the value, the better the result.
Bold values: the best result.
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accounts for a large part of the training time. Therefore, we plan to

use novel search methods to replace traditional search strategies in

future work.

In addition, our transfer learning module can also improve the

generalization ability of the model. By pre-training on large datasets

such as ImageNet, the model can learn many useful features for

different tasks. This enables the model to perform well on new and

unseen datasets without extensive training on the new datasets. Our

proposed downsampling module based on a brain-inspired vision

mechanism is more interpretable than traditional modules. It uses

the information processing methods of the human brain to make it

more intuitive and understandable. It can better predict soccer

event data, including player data, game data, audience data, etc., to

optimize the cost of events, reduce the cost of soccer events, and

accelerate the realization of carbon neutrality goals. By leveraging

transfer learning and brain-inspired mechanisms, we can improve

the efficiency and effectiveness of deep learning models for these

tasks. In future work, we plan to explore novel search methods that

can replace traditional search strategies used in EfficientNet. This

can further improve the efficiency and effectiveness of our model

while reducing training time.

This paper explores how minimization strategies can reduce the

cost of sporting events in a carbon-neutral context. Carbon neutrality

can effectively reduce greenhouse gas emissions, reducing the

magnitude and speed of global temperature rise and slowing down

the frequency and intensity of climate disasters such as extreme

weather. At the same time, carbon neutrality also helps to promote

the development of new energy and technologies, promote

sustainable development, and create a more environmentally

friendly, healthy and better future. Our research aims to combine

environmental sustainability with cost minimization and explore how

to operate soccer events efficiently andmore environmentally friendly

and sustainable soccer events to protect the environment by

promoting sustainable development. In addition, the study can also

serve as a reference for other similar studies, such as the use of
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minimization strategies in different industries to reduce costs and

reduce negative environmental impacts.
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